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Instructions

With the growing need for IT to drive as much value as possible from scarce compute resources, simultaneous 
multithreading (SMT) has become a front-and-center topic. Although SMT has been around for decades, it continues to 
evolve and enhance performance and efficiency, from personal computers to enterprise data centers. Some of the recent 
discussion around SMT is based on a debate about its value. Is it still relevant in the modern world of high-core-count 
processors, virtualized workloads, and AI? Does the cost of implementing it justify its existence? At AMD we believe that 
SMT is a key high-customer-value feature of our CPUs, for both performance and energy efficiency. This technology brief 
offers a deep dive into SMT’s functionality in 5th Generation AMD EPYC™ processors and the value the technology brings  
to our customers. 

One of the main pillars that vendors of Arm®-based processors often cite as a competitive advantage versus x86 processors  
is a keen focus on energy efficiency and predictability of performance. In the quest for higher efficiency and performance,  
Arm vendors have largely designed out the ability to operate on multiple threads concurrently—something that most  
enterprise-class CPUs have enabled for years under the technology description of “SMT” (which was also created in the
name of enabling performance and efficiency benefits).  

The Arm ecosystem often claims that SMT brings security risks, creates performance unpredictability from shared resource 
contention, and requires added cost and energy for implementation. Interestingly, Arm does support multithreading in its 
Neoverse E1-class processor family for embedded uses such as automotive. Given these incongruities, this technology brief 
intends to provide a bit more clarity to help customers assess what attributes of performance and efficiency really bring them 
value for their critical workloads.  

WHAT IS SMT?  
Simultaneous multithreading (SMT) is a technology that allows a CPU core to execute multiple threads simultaneously. Since its 
inception, SMT has been implemented in many modern processors with varying numbers of threads. The most common approach  
is 2-way SMT, where two threads execute simultaneously per CPU core—versus each thread running to completion serially—as shown  
in Figure 1. This technology brief focuses on 2-way SMT, as implemented in AMD “Zen” processor cores. 

Figure 1: Single-threaded processing flow compared to SMT process flow 
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https://newsroom.arm.com/blog/driving-ai-datacenter-compute-efficiency
https://developer.arm.com/Processors/Neoverse%20E1
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BENEFITS OF USING SMT  

SMT is a popular CPU feature because it offers several performance and efficiency benefits: 

• Improved core resource utilization: SMT keeps cores busy 
by dynamically interleaving instructions from two threads 
across shared execution resources. Ideally, a CPU core would 
constantly execute instructions without breaks, but in 
reality, core stalls often occur, for example when waiting 
for data from memory after a cache miss or during a branch 
misprediction. SMT helps fill these gaps by allowing a second 
thread to use shared core resources while the other thread is 
stalled or otherwise awaiting data. 

• Increased throughput: Simultaneous execution of two 
threads allows more instructions to pass through core 
pipelines in parallel, leading to increased instructions per cycle 
(IPC) and better overall performance. 

• Energy efficiency: SMT can improve performance without 
significantly increasing overall processor power consumption. 
For many workloads this translates to significant energy 
efficiency gains. 

• Cost: SMT provides the ability to increase performance or 
capacity without incurring additional physical core-based 
license costs. 

• Software support: SMT has been around for more than  
20 years; during this time, the software ecosystem—from 
games to enterprise software and the cloud—has embraced 
and supported it. All modern operating systems are built to 
support SMT and do so effectively, by distributing threads 
optimally based on each CPU’s core organization and NUMA 
domains. Software developers can choose to optimize their 
software and extract additional performance and energy 
efficiency from SMT, but there is no effort necessary to 
support it. SMT works out of the box, and it is transparent  
to high-level software. 

• Flexibility: SMT can be enabled or disabled through the 
system BIOS for more permanent changes or during runtime  
in Linux®, allowing the administrator to choose the setting 
that best meets workload needs. 
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SMT DESIGN CHALLENGES   

While SMT adds significant performance to a core, it also presents hardware design challenges for silicon and system vendors  
to address: 

• Increasing attack surface: Virtually any feature of any 
component of any system must be considered an attack 
surface, and CPU and system vendors invest significant 
resources throughout the product lifecycle to understand and 
mitigate potential vulnerabilities. Features that interoperate 
with highly privileged system resources get the highest levels 
of scrutiny and testing, and SMT is one such feature because 
it enables core resource sharing between the two threads, 
making it a tempting possible target for exploits such as  
side-channel attacks. Over the course of SMT’s 20-year 
existence, CPU and system vendors have identified and 
mitigated such threats through firmware updates  
and amendments to the core designs to address them  
in subsequent generations. In addition, AMD continuously 
works with the software community to identify and  
address any new potential security vulnerabilities across  
the processor feature set.  
 
 
 

• Fair sharing of core resources for both threads: Another 
challenge is providing good performance to both threads  
while ensuring a fair share of the core resources. CPU 
architects must decide which resources will be shared and  
how to efficiently schedule instructions from both threads 
while sharing the core’s resources. The original “Zen”  
was designed from the ground up as an SMT-ready core,  
and subsequent generations build on the same principles: 

1. Running thread gets all resources when the other  
thread is sleeping. 

2. Each thread can fully utilize pipeline resources when  
the other thread is stalled. 

3. When SMT is enabled, most of the core’s resources  
are competitively shared between the two threads.  

As shown in Figure 2, controls must be in place to meet  
these principles. To prevent starvation and ensure fairness, 
in-order queues are statically partitioned while parts of the 
out-of-order queues and branch prediction are watermarked 
for each thread, and the rest is competitively shared.
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Figure 2: SMT-enabled resource sharing on the “Zen 5” core 
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HOW “EXPENSIVE” IS IT TO IMPLEMENT SMT?   
From an end-customer perspective, there is no material “cost” for utilizing SMT—it is a built-in function that most x86 customers 
can freely turn on or off. But in the very practical terms of semiconductor economics, anything that consumes transistor area on 
chip silicon or consumes energy when running represents a cost. And in terms of the cost to implement SMT, that cost is small and 
typically more than offset by the gains it enables. For example, AMD engineers estimate that implementing SMT takes less than  
5% of the core area in the latest AMD “Zen 4” and “Zen 5” cores. This includes all the necessary logic to allow two threads to share  
the core’s resources. In easy “manager math,” SMT enables up to 384 threads while consuming less silicon area than 10 physical 
cores—that is strong ROI. Additionally, in cases where software is licensed based on the number of physical cores in the system, 
having the extra performance and capacity enabled by the availability of virtual cores and threads can enable significant cost savings! 
Now to dispel that pesky energy consumption myth. 

SMT ENABLES PERFORMANCE AND EFFICIENCY  
AMD EPYC processors have established hundreds of performance and efficiency world records. These include workloads that benefit 
significantly from multithreading and SMT and a number that do not, such as a number of HPC and technical computing apps.  
Let’s suppose we want a separate broad-based assessment of where SMT brings value and how AMD delivers the goods. Independent 
testing house Phoronix has done perhaps the most complete and consistent analysis of the value of SMT. The latest test results  
for the “Zen 5”-based AMD EPYC 9755 CPU showed big performance gains on a broad set of tested workloads, including databases, 
cryptography, and compression workloads—as shown in the geometric mean performance results in chart 1.  

Chart 1: SMT performance gains on AMD EPYC 9755 systems AMD EPYC 9755: SMT ON AMD EPYC 9755: SMT OFF
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https://www.amd.com/en/products/processors/server/epyc/epyc-world-records.html
https://www.phoronix.com/review/amd-epyc-9755-smt
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These results are not surprising given that an earlier Phoronix 
analysis of SMT using prior-generation AMD EPYC 9754 
platforms identified similar performance and power efficiency 
gains. For those interested in workloads outside of the domains 
summarized in this chart, note that this site will provide a rather 
comprehensive detailed analysis of the 170 diverse tests. You’ll 
find that while a few workloads in technical and high-performance 
computing do seem to benefit from having exclusive use of 
all physical core resources, many workloads gain incremental 
performance with SMT enabled. 

Importantly, when Phoronix tested 4th and 5th Generation  
EPYC CPUs across a wide variety of workloads, it also measured 
minimal to no difference in power consumption when SMT is 
enabled versus disabled.  

The significant SMT performance gains (often in the range of 
30%–50%) combined with virtually no or minimal change in power 
consumption means that energy efficiency is getting a boost—
better performance per watt! SMT is a major contributor to energy 
efficiency on modern x86 superscalar CPUs such as 5th Generation 
AMD EPYC, together with power management and dynamic 
frequency scaling.

Why do we see efficiency? When a core is in normal operation 
state (C0) executing instructions, a thread stall while waiting on 
data doesn’t move it to a lower power state to save power, but 
having a second thread to fill in the gaps can make a big difference 
in performance. The increased instruction throughput may 
slightly increase power consumption, but at the same time power 
efficiency improves much more.

CONTINUOUS IMPROVEMENT: WHY SMT WORKS WELL ON “ZEN 5”   

SMT has been a foundational capability and a priority for 
the AMD design team. We continuously work to optimize 
the implementation and improve its performance. SMT 
implementations vary between CPU vendors. For example, when 
“Zen 5” SMT is enabled, each thread has a dedicated decode  
pipe with a throughput of 4 instructions per cycle per pipe.  

The advanced 3nm/4nm lithography used in the “Zen 5” 
core complex dies allows architects to scale multiple core 
microarchitecture features that improve SMT performance and 
efficiency. Features like wider and deeper core pipelines, a wider 
out-of-order execution window, and increased register file  
and cache size make SMT work even better on “Zen 5.” 

“For workloads able to benefit from SMT, it’s still a clear 
win with AMD EPYC 9005 processors. When looking at all 
of the CPU power consumption across 170+ benchmarks 
taking ~13 hours to complete, the data here shows no power 
consumption difference overall to having SMT enabled.” 
                        —Phoronix

“SMT enabled on the AMD EPYC 9575F on average led to just  
a 2 Watt increase to the CPU power consumption than when  
it was disabled.”      
                —Phoronix

https://www.phoronix.com/review/amd-epyc-9754-smt
https://openbenchmarking.org/result/2501314-NE-AMDEPYCZE72&sgm=1&asm=1&ppw=1&scalar=1#results
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Here are some of the microarchitecture advances that greatly improved SMT performance on the newest “Zen 5” cores. 

Starting with the core’s front end, where 
there are number of changes designed to 
deliver more instructions and increase branch 
predictions’ accuracy and throughput:  

• Dual instruction fetch and decode pipes that 
support parallel independent instruction 
streams, with 4 instructions per cycle 
throughput per pipeline. When SMT is 
enabled, each thread gets a dedicated pipe. 

• Improved branch prediction accuracy, with 
more predictions per cycle delivered, able to 
better serve two threads simultaneously. 

• 8-wide instruction dispatch to integer and 
floating-point pipelines helps increase 
instruction level parallelism for both pipes.

The advances on the core’s out-of-order 
execution mechanism help increase 
performance by allowing more instructions 
to be executed in parallel. SMT benefits from 
these changes because there is more “room” in 
the core to accommodate instructions from  
both threads: 

• 8-wide dispatch, rename, retire integer 
scheduler.

• Unified scheduler to dynamically schedule 
instructions optimally over the 6 ALUs.  

• Wider out-of-order execution window:  
448 instructions in flight. 

• Larger, 240-entry physical register file. Finally, the core’s memory subsystem also needs to scale up 
to load and store more data in parallel, without introducing 
cache capacity misses, and keep up with the increased 
demand from the execution engine. 

• Larger 48KB L1 data cache, with no increase on latency. 

• 4 Load/Store pipes for a mix of 4 loads/2 stores per cycle. 

• New 2D stride prefetcher improves performance and 
stride pattern recognition.
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AMD EPYC AND SMT:  STILL DELIVERING GREAT VALUE AFTER ALL THESE YEARS  
Simultaneous multithreading was developed in a time when core resources were quite precious—one, two, or perhaps four cores per 
socket—and it was essential for customers to be able to squeeze as much processing out of them as possible. In an age where  
5th Gen AMD EPYC processors offer up to 192 physical high-performance “Zen 5” cores per socket, it may seem natural to ask if 
these resources are still quite so precious and if SMT still carries value. If you ask any IT manager struggling to balance incredible 
growth in demand for compute resources and budgets, you’ll likely hear a resounding “yes.”   

While physical cores are now quite plentiful, they are also still quite valuable; there is often a lot of work to be accomplished, and  
a significant other driver of IT solutions cost—software licensing is often tied to the number of physical cores in the host server! The 
typical IT shop needs to get the most out of every resource—and having the flexibility to gain incremental compute capacity and 
performance with as few hardware resources as possible can deliver a powerful ROI. SMT is a compelling option: allowing relatively 
“free” performance boost where it can add value, but also easily disabled where it does not. 

https://www.phoronix.com/review/amd-epyc-9755-smt
https://www.phoronix.com/review/amd-epyc-zen5-smt
https://www.phoronix.com/review/amd-epyc-9754-smt

