
PERFORMANCE BRIEF HIGH PERFORMANCE COMPUTING

Powered by 4th Gen AMD EPYC™ Processors with AMD 3D V-Cache™ technology

AT A GLANCE

READY TO CONNECT? VISIT www.amd.com/epyc

March 2024

Comparing 1P servers powered by a selection of 4th Gen AMD EPYC processors to their 1P 3rd Gen AMD EPYC 
counterparts reveals strong generational Runtime, Throughput, and Performance-per-Watt uplifts running 
Synopsys VCS. Further, the 48-core AMD EPYC 9474F demonstrates excellent Performance-per-Watt. 4th Gen AMD 
EPYC processors with AMD 3D V-Cache™ technology are ideal for this workload because the chiplet architecture 
maintains performance as the system is loaded. High-frequency AMD EPYC 9004F processors also show solid uplifts 
over comparable 7XD3 parts. 4th Gen AMD EPYC CPUs with AMD 3D V-Cache technology are available in 1P and 2P 
configurations and feature:

• Up to 1,152 MB L3 cache vs. up to 384 MB in high-
frequency 4th Gen AMD EPYC processors.

• Up to 4 links of Gen 3 Infinity Fabric™ at up to 32 Gbps.

• Up to 12 memory channels that support up to 6TB of 
DDR5-4800 memory.

• Support for PCIe® Gen 5 at up to 32 Gbps.

• AVX-512 instruction support for enhanced HPC and ML 
performance.

• AMD Infinity Guard technology to defend your data.1

4th Gen AMD EPYC™ 9004 processors with AMD 3D V-Cache™ technology deliver exceptional runtime, throughput, and per-watt 
performance vs. prior-generation AMD EPYC 7003 processors running Synopsys VCS®.
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1P systems powered by 16, 32, and 96-core 4th Gen AMD EPYC processors show strong performance vs. comparable 3rd Gen AMD EPYC 
processors. These charts show composite uplifts for the 4th Gen AMD EPYC processors normalized to their 3rd Gen AMD EPYC counterparts. 
The detailed charts inside this brief highlight the benefits of AMD 3D V-Cache technology for both 3rd and 4th Gen AMD EPYC processors. 
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TEST METHODOLOGY
All test results presented in this Performance Brief are based on single 1P servers powered by a selection of AMD EPYC 
processors, as shown in Tables 4-6, below. AMD Engineering compared the relative performance of different processors and 
systems running Synopsys VCS. Relative performance is the ratio of the average application runtime on the reference system 
(ref) to the average application run time on the system under test (sut), or ref/sut. For the purpose of this paper, reference 
application performance will always be normalized to 1.00, because if ref=sut, then ref/sut=1.00. Ratios greater than 1.00 
(sut>ref) signify that the system under test performs higher than the reference system, with ref>sut indicating the test system 
under-performing the reference.

The tests described in this brief compared the relative performance of systems powered by different pairs of AMD EPYC 
processors. Each test used the system powered by the 3rd Gen AMD EPYC processor without AMD 3D V-Cache technology as the 
ref for that test (i.e., 73F3 for the 16-core tests, 75F3 for the 32-core tests, and 7763 for the top-of-stack tests). This highlights 
the impact of 3rd Gen AMD EPYC processors with AMD 3D V-Cache technology versus high-frequency 3rd Gen AMD EPYC 
processors. It also shows how selecting both high-frequency 4th Gen AMD EPYC processors and 4th Gen AMD EPYC processors 
with AMD 3D V-Cache technology further enhances performance.

These comparisons are relevant because EDA tools are generally core-performance sensitive. CPUs generally experience a trade-
off between the number of cores and per-core performance mostly due to frequency. Customers seek a balance between overall 
compute cost and workload productivity. AMD investigated this trade-off between per-core performance and the total number 
of cores by selecting AMD EPYC parts with varying core counts to show our compelling offerings striking the best balance.

Test A: AMD ran one series of tests using one processor core to run one full copy of the full Synopsys VCS application. This 
means that all processors tested ran a number of simultaneous jobs equal to total processor cores. For example, a system with 
a 32-core AMD EPYC 75F3 ran 32 simultaneous copies of the full application because 32 CPU cores/1 core per copy = 32 copies.

Test B: AMD ran another series of tests using a varying number of concurrent full copies of the Synopsys VCS application to 
determine how the processors performed under varying load conditions. The number of concurrent jobs ranged from one job to a 
number of jobs equal to the number of processor cores. For example, each 16-core processor ran 1, 2, 3, 4, 5, 6, 7, 8, 12, and 16 
concurrent jobs. These tests placed increasing amounts of stress on both the compute cores and available L3 cache. In general, 
increasing the number of concurrent jobs reduced the runtime while simultaneously increasing both throughput and energy 
consumption.

These results were then used to calculate the following metrics:

• Runtime: This test captured the elapsed runtime (in seconds) for each copy. These run times were then summed and 
divided by the number of running copies (e.g., 16 on a 16-core system) to obtain the average run time for that benchmark. 
The benchmark was run three times on each server. Finally, these averages were summed and divided by three to yield the 
average application performance on a fully loaded system.

• Throughput: This test measures the number of jobs completed per hour and is calculated as (1/average runtime)*number of 
concurrent jobs. For example, if a 32-core system is running 32 concurrent jobs with an average runtime of 2.5 hours, then 
the Throughput equals (1/2.5)*32 = 12.8 jobs per hour.

• Performance-per-Watt: This is the Throughput divided by the average socket power in Watts as measured by turbostat 
v21.05.04 (PkgWatt metric) at five-second intervals for the duration of each test. For example, if a test took exactly one 
hour to complete, then turbostat would return 720 results because an hour consists of 3600 seconds and 3600/5=720. This 
is appropriate because watts measure energy over time and throughput measures jobs over time. More specifically, the 
average of the measured turbostat values is calculated, thus providing a single Watt value for the benchmark. The 
Throughput is then divided by the single Watt value for the same benchmark to obtain the Performance-per-Watt value. 
The uplift is then calculated as (sut_throughput/sut_watts)/(ref_throughput/ref_watts).

All testing ran Synopsys VCS to verify graphics core raytracing performance based on OpenCL.

https://www.amd.com/epyc
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DETAILED SINGLE-CORE RESULTS
This section presents the results from the first series of tests that used 1 processor core per job, as described in Test 
Methodology on Page 2 (Test A).

16-CORE PROCESSORS
This section presents the Runtime, Throughput, and Performance-per-Watt uplifts provided by the 3rd Gen AMD EPYC 7373X, 
4th Gen AMD EPYC 9174F, and 4th Gen AMD EPYC 9184X processors versus the 3rd Gen AMD EPYC 73F3 processor. These results 
show that the 16-core AMD EPYC 9184X processor with AMD 3D V-Cache technology provides the highest overall uplift on all 
three metrics. All processors ran 16 simultaneous jobs using one core per job.

Figure 1: Runtime performance of select 
16-core 3rd Gen and 4th Gen 16-core 
AMD EPYC processors normalized to 
the 16-core 3rd Gen AMD EPYC 73F3 

running Synopsys VCS
(1 core/job)

Figure 2: Throughput performance of 
select 16-core 3rd Gen and 4th Gen 16-
core AMD EPYC processors normalized 
to the 16-core 3rd Gen AMD EPYC 73F3 

running Synopsys VCS7
(1 core/job)

Figure 3: Performance-per-Watt of 
select 16-core 3rd Gen and 4th Gen 16-
core AMD EPYC processors normalized 
to the 16-core 3rd Gen AMD EPYC 73F3 

running Synopsys VCS
(1 core/job)
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32- & 48-CORE PROCESSORS
This section presents the Runtime, Throughput, and Performance-per-Watt uplifts provided by the 3rd Gen AMD EPYC 7573X, 
4th Gen AMD EPYC 9374F, and 4th Gen AMD EPYC 9384X processors versus the 3rd Gen AMD EPYC 75F3 processor. These results 
show that the 32-core AMD EPYC 9384X processor with AMD 3D V-Cache technology provides one of the highest overall uplifts 
on all three metrics. All of the 32-core processors ran 32 simultaneous jobs using one cores per job.

These tests also included the high-frequency 48-core AMD EPYC 9474F processor as a mid-level option with denser cores. The 16 
extra cores in this processor delivered higher throughput because this processor was running 48 simultaneous jobs instead of 
32; however, the 32-core AMD EPYC is the clear leader for runtime performance. 

Figure 4: Runtime performance of 
select 32-core and 48-core 3rd Gen
and 4th Gen AMD EPYC processors

normalized to the 32-core
3rd Gen AMD EPYC 75F3 running

Synopsys VCS
(1 core/job)

Figure 5: Throughput performance of 
select 32-core and 48-core 3rd Gen
and 4th Gen AMD EPYC processors

normalized to the 32-core
3rd Gen AMD EPYC 75F3 running

Synopsys VCS
(1 core/job)

Figure 6: Performance-per-Watt of 
select 32-core and 48-core 3rd Gen
and 4th Gen AMD EPYC processors

normalized to the 32-core
3rd Gen AMD EPYC 75F3 running

Synopsys VCS
(1 core/job)
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TOP-OF-STACK RESULTS
This section presents the Runtime, Throughput, and Performance-per-Watt uplifts provided by the “top of stack” 3rd Gen (“Zen 
3”) and 4th Gen (“Zen 4”) AMD EPYC processors, where “top of stack” means the processor in each family with the highest core 
count. Thus, these tests compared the 64-core 3rd Gen AMD EPYC 7773X, 96-core 4th Gen AMD EPYC 9654, and 4th Gen AMD 
EPYC 9684X processors versus the 64-core 3rd Gen AMD EPYC 7763 processor. (AMD EPYC 97x4 processors are intended for 
cloud-native workloads and were not included in these comparisons.) All of the 64-core processors ran 64 simultaneous jobs, 
and all of the 96-core processors ran 96 simultaneous jobs using one core per job. These results show that the 96-core AMD 
EPYC 9684X processor with AMD 3D V-Cache technology provides the highest overall uplift on all three metrics. 

Figure 7: Runtime performance of select 
top-of-stack 3rd Gen and 4th Gen

AMD EPYC processors normalized to 
the 64-core 3rd Gen AMD EPYC 7763 

running Synopsys VCS
(1 core/job)

Figure 8: Throughput performance of 
select top-of-stack 3rd Gen and 4th Gen

AMD EPYC processors normalized to 
the 64-core 3rd Gen AMD EPYC 7763 

running Synopsys VCS
(1 core/job)

Figure 9: Performance-per-Watt of
select top-of-stack 3rd Gen and 4th Gen

AMD EPYC processors normalized to 
the 64-core 3rd Gen AMD EPYC 7763 

running Synopsys VCS
(1 core/job)
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DETAILED VARIABLE-LOAD RESULTS (CHARTS)
This section presents the variable-load test results in a graphical format. In general, increasing the number of concurrent jobs 
reduced the runtime and increased both throughput and energy consumption. See Test Methodology on Page 2 (Test B). 

16-CORE PROCESSORS
Each 16-core processor listed in Table 4 ran 1, 2, 3, 4, 5, 6, 7, 8, 12, and 16 concurrent jobs, and the charts on this page display the 
Runtime, Throughput, and Performance-per-Watt uplifts provided by the 3rd Gen AMD EPYC 7373X, 4th Gen AMD EPYC 9174F, 
and 4th Gen AMD EPYC 9184X processors versus the 3rd Gen AMD EPYC 73F3 processor under varying load conditions. These 
results show that the 16-core AMD EPYC 9184X processor with AMD 3D V-Cache technology provides the highest overall uplift on 
all three metrics. You can see detailed tabulated results at Tabulated 16-Core Processor Results on Page 9. 

Figure 10: Runtime performance of 
select 16-core 3rd Gen and 4th Gen 16-
core AMD EPYC processors normalized 
to the 16-core 3rd Gen AMD EPYC 73F3 

running Synopsys VCS
(1-16 jobs)

Figure 11: Throughput performance of 
select 16-core 3rd Gen and 4th Gen 16-
core AMD EPYC processors normalized 
to the 16-core 3rd Gen AMD EPYC 73F3 

running Synopsys VCS7
(1-16 jobs)

Figure 12: Performance-per-Watt of 
select 16-core 3rd Gen and 4th Gen 16-
core AMD EPYC processors normalized 
to the 16-core 3rd Gen AMD EPYC 73F3 

running Synopsys VCS
(1-16 jobs)
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32- & 48-CORE PROCESSORS
Each 32-core processor listed in Table 2 ran 1, 2, 3, 4, 5, 6, 7, 8, 16, 24, and 32 concurrent jobs. The charts on this page display the 
Runtime, Throughput, and Performance-per-Watt uplifts provided by the 3rd Gen AMD EPYC 7573X, 4th Gen AMD EPYC 9374F, 
and 4th Gen AMD EPYC 9384X processors versus the 3rd Gen AMD EPYC 75F3 processor under varying load conditions. These 
results show that the 32-core AMD EPYC 9384X processor with AMD 3D V-Cache technology provides the highest overall uplift 
on all three metrics. You can see detailed tabulated results at Tabulated 32- and 48-Core Processor Results on Page 10.

These tests also included the high-frequency 48-core AMD EPYC 9474F processor as a mid-level option with denser cores that 
ran 1-8, 12, 24, 36, and 48 concurrent jobs. The 16 extra cores in this processor delivered higher throughput because this 
processor was running 48 simultaneous jobs instead of 32; however, the 32-core AMD EPYC 9384X is the clear leader for runtime 
performance. 

Figure 13: Runtime performance of 
select 32-core and 48-core 3rd Gen
and 4th Gen AMD EPYC processors

normalized to the 32-core
3rd Gen AMD EPYC 75F3 running

Synopsys VCS
(1-32 and 1-48 jobs)

Figure 14: Throughput performance of 
select 32-core and 48-core 3rd Gen
and 4th Gen AMD EPYC processors

normalized to the 32-core
3rd Gen AMD EPYC 75F3 running

Synopsys VCS
(1-32 and 1-48 jobs)

Figure 15: Performance-per-Watt of 
select 32-core and 48-core 3rd Gen
and 4th Gen AMD EPYC processors

normalized to the 32-core
3rd Gen AMD EPYC 75F3 running

Synopsys VCS
(1-32 and 1-48 jobs)
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TOP-OF-STACK PROCESSORS
Each 64-core processor listed in Table 6 ran 1, 2, 3, 4, 5, 6, 7, 8, 16, 32, 48, and 64 concurrent jobs, and each 96-core processor also 
ran 1, 2, 3, 4, 5, 6, 7, 8, 24, 48, 72, and 96 concurrent jobs. The charts on this page display the Runtime, Throughput, and 
Performance-per-Watt uplifts provided by the 3rd Gen AMD EPYC 7773X, 4th Gen AMD EPYC 9654, and 4th Gen AMD EPYC 
9684X processors versus the 3rd Gen AMD EPYC 7763 processor under varying load conditions. These results show that the 96-
core AMD EPYC 9684X processor with AMD 3D V-Cache technology provides the highest overall uplift on all three metrics. You 
can see detailed tabulated results at Tabulated Top-of-Stack Processor Results on Page 11. 

Figure 16: Runtime performance of 
select top-of-stack 3rd Gen and 4th Gen

AMD EPYC processors normalized to 
the 64-core 3rd Gen AMD EPYC 7763 

running Synopsys VCS
(1-64 and 1-96 jobs)

Figure 17: Throughput performance of 
select top-of-stack 3rd Gen and 4th Gen

AMD EPYC processors normalized to 
the 64-core 3rd Gen AMD EPYC 7763 

running Synopsys VCS
(1-64 and 1-96 jobs)

Figure 18: Performance-per-Watt of
select top-of-stack 3rd Gen and 4th Gen

AMD EPYC processors normalized to 
the 64-core 3rd Gen AMD EPYC 7763 

running Synopsys VCS
(1-64 and 1-96 jobs)
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DETAILED VARIABLE-LOAD RESULTS (TABLES)
This section presents the variable-load test results in a tabular format. In general, increasing the number of concurrent jobs 
reduced the runtime and increased both throughput and energy consumption. See Test Methodology on Page 2 (Test B).

TABULATED 16-CORE PROCESSOR RESULTS
The results in Table 1 are normalized to the 16-core 3rd Gen AMD EPYC 73F3 running a single Synopsys VCS job. 

# OF CONCURRENT JOBS AMD EPYC 73F3 AMD EPYC 7373X AMD EPYC 9174F AMD EPYC 9184X

RUNTIME

1 1.000x ~1.351x ~1.098x ~1.471x
2 ~1.008x ~1.355x ~1.115x ~1.476x
3 ~1.021x ~1.352x ~1.108x ~1.480x
4 ~1.018x ~1.360x ~1.105x ~1.489x
5 ~1.010x ~1.357x ~1.099x ~1.496x
6 ~1.009x ~1.36xx ~1.094x ~1.497x
7 ~1.003x ~1.357x ~1.095x ~1.510x
8 ~1.001x ~1.347x ~1.094x ~1.514x
12 ~0.915x ~1.347x ~1.026x ~1.388x
16 ~0.838x ~1.080x ~0.969x ~1.269x

THROUGHPUT

1 1.000x ~1.351x ~1.098x 1.471x
2 ~2.016x ~2.710x ~2.229x 2.951x
3 ~3.062x ~4.055x ~3.324x 4.439x
4 ~4.071x ~5.440x ~4.418x 5.957x
5 ~5.052x ~6.783x ~5.495x 7.479x
6 ~6.052x ~8.143x ~6.567x 8.979x
7 ~7.023x ~9.428x ~7.663x 10.573x
8 ~8.004x ~10.723x ~8.751x 12.112x
12 ~10.982x ~14.542x ~12.307x 16.658x
16 ~13.412x ~17.280x ~15.505x 20.309x

PERFORMANCE PER WATT

1 ~1.000x ~1.576x ~1.075x ~1.418x
2 ~1.826x ~2.891x ~2.069x ~2.685x
3 ~2.521x ~3.946x ~2.943x ~3.802x
4 ~3.143x ~4.900x ~3.732x ~4.829x
5 ~3.681x ~5.652x ~4.439x ~5.751x
6 ~4.191x ~6.293x ~5.099x ~6.585x
7 ~4.613x ~6.702x ~5.703x ~7.366x
8 ~5.015x ~7.208x ~6.277x ~8.079x
12 ~5.878x ~8.456x ~7.874x ~9.929x
16 ~6.388x ~9.009x ~8.963x ~11.026x

Table 1: Tabulated 16-core processor results running 1-16 concurrent Synopsys VCS jobs
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TABULATED 32- AND 48-CORE PROCESSOR RESULTS
The results in Table 2 are normalized to the 32-core 3rd Gen AMD EPYC 75F3 running a single Synopsys VCS job. 

# OF CONCURRENT JOBS AMD EPYC 75F3 AMD EPYC 7573X AMD EPYC 9374F AMD EPYC 9384X AND EPYC 9474F

RUNTIME

1 1.000x ~1.328x ~1.147x ~1.115x ~1.432x
2 ~1.004x ~1.332x ~1.147x ~1.114x ~1.436x
3 ~1.016x ~1.332x ~1.138x ~1.109x ~1.439x
4 ~1.016x ~1.323x ~1.135x ~1.106x ~1.442x
5 ~1.011x ~1.330x ~1.131x ~1.101x ~1.451x
6 ~1.011x ~1.323x ~1.130x ~1.100x ~1.450x
7 ~1.006x ~1.314x ~1.127x ~1.098x ~1.455x
8 ~1.002x ~1.325x ~1.120x ~1.095x ~1.464x
12 N/A N/A N/A ~1.025x N/A

16~ ~0.864x ~1.110x ~1.008 N/A ~1.276x
24 ~0.764x ~0.977x ~0.947 ~0.927x ~1.147x
32 ~0.674x ~0.852x ~0.887 N/A ~1.066x
36 N/A N/A N/A ~0.856x N/A
48 N/A N/A N/A ~0.793x N/A

THROUGHPUT

1 1.000x ~1.328x ~1.147x ~1.115x ~1.432x
2 ~2.008x ~2.664x ~2.293x ~2.228x ~2.872x
3 ~3.049x ~3.997x ~3.415x ~3.328x ~4.318x
4 ~4.064x ~5.293x ~4.539x ~4.423x ~5.769x
5 ~5.057x ~6.652x ~5.654x ~5.507x ~7.253x
6 ~6.066x ~7.939x ~6.778x ~6.603x ~8.702x
7 ~7.043x ~9.198x ~7.891x ~7.689x ~10.186x
8 ~8.019x ~10.601x ~8.960x ~8.759x ~11.710x
12 N/A N/A N/A ~12.296x N/A
16 ~13.827x ~17.755x ~16.125x ~20.413x ~20.413x
24 ~18.333x ~23.450x ~22.718x ~22.253x ~27.536x
32 ~21.556x ~27.280x ~28.388x N/A ~34.120x
36 N/A N/A N/A ~30.811x N/A
48 N/A N/A N/A ~38.049x N/A

PERFORMANCE PER WATT

1 1.000x ~1.719x ~1.131x ~1.122x ~1.645x
2 ~1.842x ~3.164x ~2.164x ~2.145x ~3.085x
3 ~2.548x ~4.360x ~3.078x ~3.081x ~4.385x
4 ~3.228x ~5.398x ~3.920x ~3.946x ~5.563x
5 ~3.826x ~6.274x ~4.684x ~4.739x ~6.642x
6 ~4.397x ~7.000x ~5.402x ~5.492x ~7.596x
7 ~4.903x ~7.552x ~6.065x ~6.176x ~8.472x
8 ~5.371x ~8.106x ~6.651x ~6.817x ~9.296x
12 N/A N/A N/A ~8.664x N/A
16 ~7.319x ~10.110x ~9.620x N/A ~12.535x
24 ~8.285x ~10.940x ~11.552x ~12.162x ~13.950x
32 ~8.768x ~11.172x ~12.811x N/A ~15.027x
36 N/A N/A N/A ~14.179x N/A
48 N/A N/A N/A ~15.342x N/A

Table 2: Tabulated 32 and 48-core processor results running 1-32 and 1-48 concurrent Synopsys VCS jobs
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TABULATED TOP-OF-STACK PROCESSOR RESULTS
The results in Table 3 are normalized to the 64-core 3rd Gen AMD EPYC 7763 running a single Synopsys VCS job. 

# OF CONCURRENT JOBS AMD EPYC 7763 AMD EPYC 7773X AMD EPYC 9564 AMD EPYC 9684X

RUNTIME

1 1.000x ~1.381x ~1.221x ~1.605x
2 ~1.011x ~1.389x ~1.213x ~1.593x
3 ~1.029x ~1.383x ~1.209x ~1.606x
4 ~1.030x ~1.386x ~1.205x ~1.602x
5 ~1.030x ~1.391x ~1.204x ~1.608x
6 ~1.029x ~1.391x ~1.203x ~1.616x
7 ~1.026x ~1.397x ~1.202x ~1.619x
8 ~1.027x ~1.383x ~1.199x ~1.620x
16 ~0.923x ~1.223x N/A N/A
24 N/A N/A ~1.070x ~1.417x
34 ~0.766x ~0.975x ~N/A N/A
48 ~0.642x ~0.777x ~0.932x ~1.164x
64 ~0.548x ~0.642x N/A N/A
72 N/A N/A ~0.804x ~0.976x
96 N/A N/A ~0.697x ~0.825x

THROUGHPUT

1 1.000x ~1.381x ~1.221x ~1.605x
2 ~2.022x ~2.777x ~2.425x ~3.186x
3 ~3.086x ~4.149x ~3.628x ~4.817x
4 ~4.120x ~5.545x ~4.821x ~6.406x
5 ~5.151x ~6.954x ~6.020x ~8.039x
6 ~6.175x ~8.346x ~7.214x ~9.695x
7 ~7.181x ~9.780x ~8.411x ~11.333x
8 ~8.218x ~11.063x ~9.593x ~12.957x
16 ~14.767x ~19.565x N/A N/A
24 N/A N/A ~25.689x ~34.005x
34 ~24.502x ~31.182x N/A N/A
48 ~30.824x ~37.276x ~44.739x ~55.862x
64 ~35.047x ~41.095x N/A N/A
72 N/A N/A ~57.846x ~70.270x
96 N/A N/A ~66.884x ~79.200x

PERFORMANCE PER WATT

1 1.000x ~1.553x ~0.835x ~1.002x
2 ~1.867x ~2.926x ~1.611x ~1.934x
3 ~2.579x ~4.107x ~2.346x ~2.833x
4 ~3.287x ~5.178x ~3.031x ~3.643x
5 ~3.934x ~6.084x ~3.689x ~4.456x
6 ~4.544x ~6.931x ~4.312x ~5.211x
7 ~5.088x ~7.513x ~4.901x ~5.922x
8 ~5.635x ~8.097x ~5.465x ~6.611x
16 ~8.145x ~10.547x N/A N/A
24 N/A N/A ~11.004x ~12.850x
34 ~10.425x ~12.027x N/A N/A
48 ~11.371x ~12.140x ~14.623x ~15.949x
64 ~11.914x ~12.477x N/A N/A
72 N/A N/A ~16.096x ~16.800x
96 N/A N/A ~16.977x ~17.727x

Table 3: Tabulated top-of-stack processor results running 1-64 and 1-96 concurrent Synopsys VCS jobs
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AMD EPYC 9004 SERIES PROCESSORS
AMD EPYC 9004 Series Processors continue to redefine the standards for modern datacenters.4th Gen AMD EPYC processors are 
built on the innovative x86 architecture and “Zen 4” core. 4th Gen AMD EPYC processors deliver efficient, optimized 
performance by combining high frequencies, the largest-available L3 cache, up to 128 (1P) or up to 160 (2P) lanes of PCIe® Gen 5 
I/O, synchronized fabric and memory clock speeds, and support for up to 6 TB of DDR5-4800 memory. Built-in security features, 
such as AMD Infinity Fabric™ technology, Secure Memory Encryption (SME), and Secure Encrypted Virtualization (SEV-SNP) help 
protect data while it is in use.1

AMD 3D V-CACHE™ TECHNOLOGY
Some AMD EPYC 7003 and 9004 Series Processors include AMD 3D V-Cache™ die stacking technology that enables more 
efficient chiplet integration. AMD 3D chiplet architecture stacks L3 cache tiles vertically to provide up to 96MB of L3 cache per 
die (and up to either 768 MB or 1152 MB L3 Cache per socket for 3rd and 4th Gen AMD EPYC processors, respectively) while still 
providing socket compatibility with all same-generation AMD EPYC models. 3rd Gen AMD EPYC processors use Socket SP3 and 
4th Gen AMD EPYC 9004 Series Processors use Socket SP5.

AMD EPYC processors with AMD 3D V-Cache technology employ industry-leading logic stacking based on copper-to-copper 
hybrid bonding “bumpless” chip-on-wafer process to enable over 200X the interconnect densities of current 2D technologies 
(and over 15X the interconnect densities of other 3D technologies using solder bumps),2,3 which can translate to lower latency, 
higher bandwidth, and greater power and thermal efficiencies.

SYSTEM CONFIGURATION
Tables 4-6 provide the system configurations used for the testing described in this Performance Brief. 

16-CORE SYSTEM CONFIGURATION

CPUs 1 x AMD EPYC 73F3 1 x AMD EPYC 7373X 1 x AMD EPYC 9174F 1 x AMD EPYC 9184X

Frequency: Base | 
Boost4

2.95 GHz | 4.00 GHz 3.05 GHz | 3.80 GHz 4.10 GHz | 4.40 GHz 3.55 GHz | 4.20 GHz

Cores 16

L3 Cache 256 MB 768 MB 256 MB 768 MB

Memory 8 x 64GB DDR4 3200 
(512 GB total)

16 x 64GB DDR4 3200 
(1 TB total)

12 x 64GB DDR5 4800 
(768 GB total)

12 x 64GB DDR5 4800 
(768 GB total)

NIC Mellanox MT27710 Family 
[ConnectX-4 Lx] @ 50 Gbps

Broadcom NetXtreme BCM5720 Gigabit Ether-
net PCIe @ 1 Gbps

NVMe Storage 1 x 1.7 TB 1 x 1.2 TB 1 x 1.5 TB

BIOS Version RYM1009B TTI1002D TTI1003F

BIOS Settings SMT=OFF, NPS=2

OS RHEL 8.6 (Ootpa), GCC v8.5.0 20210514 kernel 4.18.0-372.19.1.el8_6.x86_64

OS Settings throughput-performance

Table 4: 16-core AMD EPYC system configuration
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32- AND 48-CORE SYSTEM CONFIGURATION

CPUs 1 x AMD EPYC 
75F3

1 x AMD EPYC 
7573X

1 x AMD EPYC 
9374F

1 x AMD EPYC 
9384X

1 x AMD EPYC 
9474F

Frequency: Base | 
Boost4

2.95 GHz 
4.00 GHz

2.80 GHz
3.60 GHz

3.85 GHz
4.30 GHz

3.10 GHz
3.90 GHz

3.60 GHz
4.10 GHz

Cores 32 48

L3 Cache 256 MB 768 MB 256 MB 768 MB 256 MB

Memory 8 x 64GB
DDR4 3200

(512 GB total)

16 x 64GB
DDR4 3200
(1 TB total)

12 x 64GB
DDR5 4800

(768 GB total)

NIC Mellanox MT27710 Family 
[ConnectX-4 Lx] @ 50 Gbps

Broadcom NetXtreme BCM5720
Gigabit Ethernet PCIe @ 1 Gbps

NVMe Storage 1 x 1.7 TB 1 x 1.2 TB 1 x 1.5 TB

BIOS Version RYM1009B TTI1002D TTI1003F TTI1002D

BIOS Settings SMT=OFF, NPS=2

OS RHEL 8.6 (Ootpa), GCC v8.5.0 20210514 kernel 4.18.0-372.19.1.el8_6.x86_64

OS Settings throughput-performance

Table 5: 32- and 48-core AMD EPYC system configuration

TOP-OF-STACK SYSTEM CONFIGURATION

CPUs 1 x AMD EPYC 7763 1 x AMD EPYC 7773X 1 x AMD EPYC 9654 1 x AMD EPYC 9684X

Frequency: Base | Boost4 2.45 GHz | 3.50 GHz 2.20 GHz | 3.50 GHz 2.40 GHz | 3.70 GHz 2.55 GHz | 3.70 GHz

Cores 64 96

L3 Cache 256 MB 768 MB 384 MB 1152 MB

Memory 8 x 128GB DDR4 3200 (1 TB total) 12 x 64GB DDR5 4800 (768 GB total)

NIC Mellanox MT27710 Family 
[ConnectX-4 Lx] @ 50 Gbps

Broadcom NetXtreme BCM5720 Gigabit 
Ethernet PCIe @ 1 Gbps

NVMe Storage 1 x 3.3 TB 1 x 1.5 TB

BIOS Version RYM1009B TTI1002D TTI1003F

BIOS Settings SMT=OFF, NPS=2

OS RHEL 8.6 (Ootpa), GCC v8.5.0 20210514 kernel 4.18.0-372.19.1.el8_6.x86_64

OS Settings throughput-performance

Table 6: Top-of-stack AMD EPYC system configuration

https://www.amd.com/epyc


PERFORMANCE BRIEF PUBLIC CLOUD SOLUTIONS

READY TO CONNECT? VISIT www.amd.com/epyc

APPENDIX: ADDITIONAL PERFORMANCE AND EFFICIENCY INFORMATION
Table 7 tabulates Runtime, Throughput, and Performance-per-Watt performance results normalized to the 16-core 3rd Gen AMD 
EPYC 73F3 processor for a more comprehensive overview of the single -job results presented in Detailed Single-Core Results on 
Page 3 (see Test A in Test Methodology on Page 2). You can also normalize these results to any listed processor by dividing any 
result in a given column by any other result in the same column to determine the relative performance of any two processors.

APPENDIX: POWER CONSUMPTION BOX CHART
Figure 19, below, shows the power consumption distribution in watts for each of the AMD EPYC processors, including the 
median and outliers, running 8 cores per job (see Test A in Test Methodology on Page 2). Turbostat v21.05.04 ran on each server 
during all testing described in this Performance Brief. The turbostat output was saved to a file every five seconds. The box chart 
shown in Figure 19 plots the values for the turbostat 'PkgWatt' metric, which is a measure of the socket power consumption in 
Watts. The wide boxes within Figure 19 show where approximately 50% of the power consumption results fall, and the other 
marks indicate power consumption results that lie outside this 50% range. The measurement is for socket power only and does 
not include motherboard, memory, or any peripherals. The measurements were taken using turbostat software (PkgWatt 
metric) at five second intervals for the duration of the run.  

Figure 19: Power consumption box chart for all processors tested

PROCESSOR CORES RUNTIME THROUGHPUT PERFORMANCE-PER-
WATT

AMD EPYC 73F3 16 1.000x 1.000x 1.000x

AMD EPYC 75F3 32 ~0.965x ~0.964 ~0.926x

AMD EPYC 7763 64 ~0.831x ~0.831x ~0.961x

Table 7: Single job reference processor comparison of Runtime, Throughput, and Performance-per-Watt on fully loaded processors
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FOR ADDITIONAL INFORMATION
Please see the following additional resources for more information about 4th Gen AMD EPYC features, architecture, and 
available models: 

REFERENCES
1. AMD Infinity Guard features vary by EPYC™ Processor generations. Infinity Guard security features must be enabled by server OEMs and/or 

Cloud Service Providers to operate. Check with your OEM or provider to confirm support of these features. Learn more about Infinity Guard at 
https://www.amd.com/en/technologies/infinity-guard. GD-183

2. Based on calculated areal density and based on bump pitch between AMD hybrid bond AMD 3D V-Cache stacked technology compared to 
AMD 2D chiplet technology and Intel 3D stacked micro-bump technology. EPYC-026

3. Based on AMD internal simulations and published Intel data on “Foveros” technology specifications. EPYC-027
4. Maximum boost for AMD EPYC processors is the maximum frequency achievable by any single core on the processor under normal operating 

conditions for server systems. EPYC-18

• AMD EPYC™ 9004 Series Processors • AMD EPYC™ Products
• AMD EPYC™ Tuning Guides

https://www.amd.com/en/processors/epyc-9004-series
https://www.amd.com/en/processors/epyc-server-cpu-family
https://www.amd.com/en/processors/tuning-guides-server
www.amd.com/en/technologies/infinity-guard
https://www.amd.com/epyc
https://www.amd.com/en/processors/epyc-9004-series
https://www.amd.com/en/processors/epyc-server-cpu-family
www.amd.com/epyc-tuning-guides
https://www.amd.com/en/products/epyc
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DISCLAIMERS
The information contained herein is for informational purposes only and is subject to change without notice. While every precaution has been 
taken in the preparation of this document, it may contain technical inaccuracies, omissions and typographical errors, and AMD is under no 
obligation to update or otherwise correct this information. Advanced Micro Devices, Inc. makes no representations or warranties with respect 
to the accuracy or completeness of the contents of this document, and assumes no liability of any kind, including the implied warranties of 
noninfringement, merchantability or fitness for purposes, with respect to the operation or use of AMD hardware, software or other products 
described herein. No license, including implied or arising by estoppel, to any intellectual property rights is granted by this document. Terms and 
limitations applicable to the purchase or use of AMD’s products are as set forth in a signed agreement between the parties or in AMD’s 
Standard Terms and Conditions of Sale.
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©2024 Advanced Micro Devices, Inc. All rights reserved. AMD, the AMD Arrow logo, EPYC, 3D V-Cache, and combinations thereof are 
trademarks of Advanced Micro Devices, Inc. PCIe is a registered trademark of PCI-SIG Corporation. Synopsys VCS is a trademark or registered 
trademark of Synopsys, registered in many jurisdictions worldwide. Linux is the registered trademark of Linus Torvalds in the U.S. and other 
countries. Red Hat is a trademark or registered trademark of Red Hat, Inc. Other product names used in this publication are for identification 
purposes only and may be trademarks of their respective companies.
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RELATED LINKS

• Synopsys VCS*
• Synopsys VCS Test Solution Datasheet*
• AMD EPYC™ Processors
• AMD Documentation Hub
*Links to third party sites are provided for convenience and unless explicitly stated, AMD is not responsible for the contents of such linked sites and no 

endorsement is implied.

AMD EPYC 9004 FOR HPC

4th Gen AMD EPYC processors 
deliver blazing per-core 
performance thanks to fast CPU 
frequencies, low latency memory, 
and a unified cache structure. AMD 
EPYC processors provide high 
bandwidth between nodes with 
support for PCIe® Gen 5 network 
devices and accelerators that 
greatly benefit HPC applications.

“ZEN 4” CORE & SECURITY 
FEATURES

Support for up to:

• 96 physical cores, 192 threads

• up to 1,152 MB of L3 cache per CPU

• 32 MB of L3 cache per CCD

• 6 TB of DDR5-4800 memory

• 128 1P, up to 160 2P

• PCIe® Gen 5 lanes

Infinity Guard security features1

• Secure Boot

• Encrypted memory with SME

SYNOPSYS®

Synopsys® is at the heart of 
innovation that is changing how 
people work and play, such as AI, 
the cloud, and 5G. These break-
throughs are ushering in the era of 
Smart Everything, where devices 
are getting smarter, everything is 
connected, and everything must be 
secure. Synopsys offers advanced 
technologies for chip design and 
verification, IP integration, and 
software security and quality 
testing.

SYNOPSYS VCS®

The Synopsys VCS® functional 
verification solution provides 
innovative features to achieve high 
performance and enable shift left 
verification flows early in the design 
cycle. Design Intent Verification 
(DIV) and Dynamic Test Loading 
(DTL) are the latest features 
included in the product. 

https://www.amd.com/epyc
https://www.synopsys.com/verification/simulation/vcs.html
https://www.synopsys.com/verification/resources/datasheets/vcs-industrysngqs-highest-performance-simulation-solution.html
https://www.synopsys.com/verification/resources/datasheets/vcs-industrysngqs-highest-performance-simulation-solution.html
https://www.amd.com/en/processors/epyc-server-cpu-family
https://www.amd.com/en/search/documentation/hub.html
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