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10 Northbridge IO (NBIO)

10.1 Definitions

Table 176: Link Definitions

Term Description

IOHC IOHUB Core; the I/0 crossbar.

IOMMU I/O Memory Management Unit.

NBIF Northbridge Bus Interface, including PCle® bridges and controllers for internal endpoints.

NTB Non-transparent bridge. A device that links the memory space of two separate systems together.
The processor implements a NTB that connects two systems together using the PCle interface.

10.2 IOHUB Core (IOHC)

10.2.1 Peer-to-Peer Support

The processor supports passing high bandwidth peer-to-peer memory read and write operations between I/O devices. Any
PCle device may be a source or target of a P2P operation. Additionally, internal peripherals such as the CCP or NTB may
also be the source or target of a P2P operation.

To generate a peer-to-peer request, an I/O device generates a DMA read or write operation containing an MMIO address
rather than a DRAM address.

10.2.1.1 Peer-to-Peer Synchronization

In order to optimize DMA performance to DRAM, the processor limits the methods peer I/0 devices may use to
synchronize between each other in order to achieve producer/consumer ordering. These methods are a subset of what is
allowed for in the PCle specification.

10.2.1.1.1 Peer-to-Peer Status Polling

After issuing a set of P2P write operations, a P2P source may ensure that they are flushed to the target by performing a
subsequent P2P read operation to the same target. The P2P source may then signal that the peer writes have been
completed by setting an internal status register that is polled by the P2P target.

If the P2P source does not have read permissions to access the target, as enforced by the IOMMU, a zero-byte read
operation may still be used.

10.2.1.1.2 Writing Data and Flag to a Peer

After issuing a set of P2P write operations, a P2P source may signal the target that the writes have completed by writing a
status flag to the target also using a P2P write with RO=0. The target may either locally poll the status flag or the P2P
write may trigger hardware that then operates on the received P2P write data.
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10.2.1.1.3 Signaling via the CPU

After issuing a set of P2P write operations, a P2P source may signal the target indirectly via the CPU. It may generate an
interrupt or write a flag into DRAM that is polled by the CPU. The CPU would then do an MMIO write to the P2P target
to indicate that the P2P writes have been delivered from the P2P source.

10.2.1.1.4 Unsupported Peer-to-Peer Synchronization Methods

The processor does not support the below peer-to-peer synchronization methods.

Case 1:

Any synchronization scheme that relies on completions pushing posted writes in the downstream direction away from the
processor is not supported.

In the following example, the read response of the status register in step 3 may pass the P2P writes in step 1.

1. Device A does P2P writes to device B.
2. Device A sets an internal status register to indicate the P2P writes are complete.
3. In parallel, device B polls the status register in device A.

In order to make the case pass, device A may use a flushing read to device B before setting the internal status register in
step 2.

Case 2:

Any synchronization scheme that relies on ordering between the writes of one device and the reads and writes of another
device is not supported, regardless of whether or not the operations target DRAM or a 3rd I/O device.

In the following example, it is possible that the DMA operations from device B in step 3 may pass the DMA writes in step
1.

1. Device A does DMA writes to DRAM.

Device A does a P2P write to device B to indicate that data has been written to DRAM.

3. Once device B observes the write in step 2, device B does DMA reads or writes to the same DRAM locations
accessed by device A and requires that these operations will be ordered after the writes in step 1.

N

In order to make this case pass, device A should perform a flushing read to DRAM before issuing the P2P write to device
B in step 2.

Similarly, for the following example it is possible that the P2P operations in step 3 may reach device C before the P2P
writes in step 1.

1. Device A does P2P writes to device C.

2. Device A does a P2P write to device B to indicate that data has been written to device C.

3. Once device B observes the write in step 2, device B does P2P reads or writes to device C to operate on the data
sent by device A or otherwise assumes that these operations will be ordered after the writes in step 1.

In order to make this case pass, device A should perform a flushing read to device C before issuing the P2P write to device
B in step 2.

10.2.1.2 Peer-to-Peer Interaction with PCIe® ACS

The processor PCle root ports treat a received completion that does not match a corresponding non-posted request
previously issued by the same root port as an unexpected completion. Configurations that generate non-matching
completions to the root ports are not supported. Non-matching completions may be sent to a root port during specific
combinations of peer-to-peer traffic in conjunction with an external PCle switch and specific settings of the PCle ACS
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features in the switch. In these cases, completions to peer-to-peer requests do not follow the reverse of the request path
back to the requester through the PCle topology.

Similarly, the processor root ports will trigger a timeout event if the root port issues downstream non-posted request
without the corresponding completion returning to the same root port. This can occur whenever PCle ACS features are
enabled such that a function located behind a switch generates a P2P read or atomic targeting an endpoint located behind
the same switch, where the request is routed through the PCle root port, but the completion is directly routed back to the
originator without going back through the PCle root port.

To minimize the number of cases that trigger the above conditions, by default P2P requests issued by the root port have a
RequesterID matching that of the root complex. For most cases, this will force completions to be routed back through the
root port if its associated request first came from the root port, even if RO is set in the request.

In general, if IOMMU is enabled, software should enable ACS Request Redirection, enable ACS Upstream Forwarding,
and disable ACS Completion Redirection in root ports, external switches and multi-function endpoints to ensure that
DMA requests are forced up towards the IOMMU for translation. ACS Direct Translated P2P may be enabled in switches

to maximize P2P performance by allowing translated requests and their corresponding completions to be routed directly
by the switch without first going up to the processor root port.

10.2.2  Registers

10.2.2.1 IOHC Registers

BXXD00F0x0C4 (IOHC::NB_SMN_INDEX_3)

Read-write. Reset: 0000_0000h.

_insttOHCO_iohub0_nbio0_aliasHOST; BXXD00F0x0C4; BXX=IOHC::NB_BUS_NUM_CNTL_insttOHCO_iohub0_nbio0_aliasSMN[NB_BUS_NUM]

_insttOHCO_iohub0_nbiol_aliasHOST; BXXD00F0x0C4; BXX=IOHC::NB_BUS_NUM_CNTL_insttOHC2_iohub0_nbiol_aliasSMN[NB_BUS_NUM]

_instIOHC1_iohub1_nbio0_aliasHOST; BXXDO00F0x0C4; BXX=IOHC::NB_BUS_NUM_CNTL_insttOHCO_iohub1_nbio0_aliasSMN[NB_BUS_NUM]

_instIOHC1_iohubl_nbiol_aliasHOST; BXXDO00F0x0C4; BXX=IOHC::NB_BUS_NUM_CNTL_instIOHC2_iohubl_nbiol_aliasSMN[NB_BUS_NUM]

_insttOHC2_iohub2_nbio0_aliasHOST; BXXD00F0x0C4; BXX=IOHC::NB_BUS_NUM_CNTL_insttOHC1_iohub2_nbio0_aliasSMN[NB_BUS_NUM]

_instIOHC2_iohub2_nbiol_aliasHOST; BXXDO00F0x0C4; BXX=IOHC::NB_BUS_NUM_CNTL_insttOHC3_iohub2_nbiol_aliasSMN[NB_BUS_NUM]

_insttOHC3_iohub3_nbio0_aliasHOST; BXXD00F0x0C4; BXX=IOHC::NB_BUS_NUM_CNTL_insttOHC1_iohub3_nbio0_aliasSMN[NB_BUS_NUM]

_insttOHC3_iohub3_nbiol_aliasHOST; BXXD00F0x0C4; BXX=IOHC::NB_BUS_NUM_CNTL_insttOHC3_iohub3_nbiol_aliasSMN[NB_BUS_NUM]

_instIOHCO_iohub0_nbio0_aliasSMN; NBCFG0x000000C4; NBCFG0=13B0_0000h

_insttOHC2_iohub2_nbio0_aliasSMN; NBCFG1x000000C4; NBCFG1=13C0_0000h

_instIOHCO_iohub0_nbiol_aliasSMN; NBCFG2x000000C4; NBCFG2=13D0_0000h

_instIOHC2_iohub2_nbiol_aliasSMN; NBCFG3x000000C4; NBCFG3=13E0_0000h

_instlOHC1_iohub1_nbio0_aliasSMN; NBCFG4x000000C4; NBCFG4=1D40_0000h

_instIOHC3_iohub3_nbio0_aliasSMN; NBCFG5x000000C4; NBCFG5=1D50_0000h

_instIOHC1_iohub1_nbiol_aliasSMN; NBCFG6x000000C4; NBCFG6=1D60_0000h

_insttOHC3_iohub3_nbiol_aliasSMN; NBCFG7x000000C4; NBCFG7=1D70_0000h

Bits | Description

31:0 | NB_SMN_INDEX_3. Read-write. Reset: 0000_0000h. Index value for SMN Index/Data pair access. Register
access using these reg pairs will have security level 7.
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BXXDO00F0x0C8 (IOHC::NB_SMN_DATA_3)

Read-write. Reset: 0000_0000h.

_instIOHCO_iohub0_nbio0_aliasHOST; BXXDO00F0x0C8; BXX=IOHC::NB_BUS_NUM_CNTL_instiIOHCO_iohub0_nbio0_aliasSMN[NB_BUS_NUM]

_instIOHCO_iohub0_nbiol_aliasHOST; BXXDO00F0x0C8; BXX=IOHC::NB_BUS_NUM_CNTL_instltOHC2_iohub0_nbiol_aliasSMN[NB_BUS_NUM]

_instiIOHC1_iohub1_nbio0_aliasHOST; BXXDO00F0x0C8; BXX=IOHC::NB_BUS_NUM_CNTL_insttOHCO_iohub1_nbio0_aliasSMN[NB_BUS_NUM]

_instIOHC1_iohubl_nbiol_aliasHOST; BXXDO00F0x0C8; BXX=IOHC::NB_BUS_NUM_CNTL_instiIOHC2_iohubl_nbiol_aliasSMN[NB_BUS_NUM]

_instIOHC2_iohub2_nbio0_aliasHOST; BXXDO00F0x0C8; BXX=IOHC::NB_BUS_NUM_CNTL_instlOHC1_iohub2_nbio0_aliasSMN[NB_BUS_NUM]

_instiIOHC2_iohub2_nbiol_aliasHOST; BXXD00F0x0C8; BXX=IOHC::NB_BUS_NUM_CNTL_insttOHC3_iohub2_nbiol_aliasSMN[NB_BUS_NUM]

_instIOHC3_iohub3_nbio0_aliasHOST; BXXDO00F0x0C8; BXX=IOHC::NB_BUS_NUM_CNTL_instlIOHC1_iohub3_nbio0_aliasSMN[NB_BUS_NUM]

_instIOHC3_iohub3_nbiol_aliasHOST; BXXDO00F0x0C8; BXX=IOHC::NB_BUS_NUM_CNTL_instltOHC3_iohub3_nbiol_aliasSMN[NB_BUS_NUM]

_insttOHCO_iohub0_nbio0_aliasSMN; NBCFG0x000000C8; NBCFG0=13B0_0000h

_instIOHC2_iohub2_nbio0_aliasSMN; NBCFG1x000000C8; NBCFG1=13C0_0000h

_instIOHCO_iohub0_nbiol_aliasSMN; NBCFG2x000000C8; NBCFG2=13D0_0000h

_insttOHC2_iohub2_nbiol_aliasSMN; NBCFG3x000000C8; NBCFG3=13E0_0000h

_instIOHC1_iohub1_nbio0_aliasSMN; NBCFG4x000000C8; NBCFG4=1D40_0000h

_instIOHC3_iohub3_nbio0_aliasSMN; NBCFG5x000000C8; NBCFG5=1D50_0000h

_insttOHC1_iohub1_nbiol_aliasSMN; NBCFG6x000000C8; NBCFG6=1D60_0000h

_instIOHC3_iohub3_nbiol_aliasSMN; NBCFG7x000000C8; NBCFG7=1D70_0000h

Bits

Description

31:0

NB_SMN_DATA_3. Read-write. Reset: 0000_0000h. Data value for SMN Index/Data pair access. Register
access using these reg pairs will have security level 7.

IOHCMISCI0...7]x00000044 (IOHC::NB_BUS_NUM_CNTL)

Read-write. Reset: 0000_0000h.

GNB Bus Number Control.

_insttOHCO_iohub0_nbio0_aliasSMN; IOHCMISC0x00000044; IOHCMISC0=13B1_0000h

_instIOHC2_iohub2_nbio0_aliasSMN; IOHCMISC1x00000044; IOHCMISC1=13C1_0000h

_insttOHCO_iohub0_nbiol_aliasSMN; IOHCMISC2x00000044; IOHCMISC2=13D1_0000h

_insttOHC2_iohub2_nbiol_aliasSMN; IOHCMISC3x00000044; IOHCMISC3=13E1_0000h

_instIOHC1_iohub1_nbio0_aliasSMN; IOHCMISC4x00000044; IOHCMISC4=1D41_0000h

_insttOHC3_iohub3_nbio0_aliasSMN; IOHCMISC5x00000044; IOHCMISC5=1D51_0000h

_insttOHC1_iohub1_nbiol_aliasSMN; IOHCMISC6x00000044; IOHCMISC6=1D61_0000h

_instIOHC3_iohub3_nbiol_aliasSMN; IOHCMISC7x00000044; IOHCMISC7=1D71_0000h

Bits | Description
31:24 | Reserved.
23:16 | NB_SEGMENT. Read-write. Reset: 00h. Specifies the number of the NBIO segment in a multi-segmented
system.
15:9 | Reserved.
8 |NB_BUS_LAT_Mode. Read-write. Reset: 0.
Description: NBIO bus number is specified by NB_BUS_NUM.
0 = Local bus number of NBIO is capture from any type 0 configuration request.
1= Use the NB_BUS_NUM to decode for configuration cycles targeting the NBIO bus.
7:0 |[NB_BUS_NUM. Read-write. Reset: 00h. Specifies the number of the NBIO local bus when
NB_BUS_LAT_mode is set.
10.3 I/0O Memory Management Unit (IOMMU)

The I/0O Memory Management Unit (IOMMU) extends the AMD64 system architecture by adding support for address
translation and system memory access protection on DMA transfers from peripheral devices.
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