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MI200-01: World’s fastest data center GPU is the AMD Instinct™ MI250X. Calculations conducted by AMD Performance Labs as of Sep 15, 2021, for the AMD Instinct™ MI250X (128GB HBM2e OAM module) accelerator at 1,700 MHz peak boost engine clock resulted in 95.7 TFLOPS peak theoretical double precision (FP64 Matrix), 47.9 TFLOPS peak theoretical double 
precision (FP64), 95.7 TFLOPS peak theoretical single precision matrix (FP32 Matrix), 47.9 TFLOPS peak theoretical single precision (FP32), 383.0 TFLOPS peak theoretical half precision (FP16), and  383.0 TFLOPS peak theoretical Bfloat16 format precision (BF16) floating-point performance. Calculations conducted by AMD Performance Labs as of Sep 18, 2020 for the AMD 
Instinct™ MI100 (32GB HBM2 PCIe® card) accelerator at 1,502 MHz peak boost engine clock resulted in 11.54 TFLOPS peak theoretical double precision (FP64), 46.1 TFLOPS peak theoretical single precision matrix (FP32), 23.1 TFLOPS  peak theoretical single precision (FP32), 184.6 TFLOPS peak theoretical half precision (FP16) floating-point performance.Published results 
on the NVidia Ampere A100 (80GB) GPU accelerator, boost engine clock of 1410 MHz, resulted in 19.5 TFLOPS peak double precision tensor cores (FP64 Tensor Core), 9.7 TFLOPS peak double precision (FP64). 19.5 TFLOPS peak single precision (FP32), 78 TFLOPS peak half precision (FP16), 312 TFLOPS peak half precision (FP16 Tensor Flow), 39 TFLOPS peak Bfloat 16 
(BF16), 312 TFLOPS peak Bfloat16 format precision (BF16 Tensor Flow), theoretical floating-point performance.  The TF32 data format is not IEEE compliant and not included in this comparison. https://www.nvidia.com/content/dam/en-zz/Solutions/Data-Center/nvidia-ampere-architecture-whitepaper.pdf, page 15, Table 1.
MI200-03: Calculations conducted by AMD Performance Labs as of Sep 15, 2021, for the AMD Instinct™ MI250X  accelerator (128GB HBM2e OAM module) at 1,700 MHz peak boost engine clock resulted in 95.7 TFLOPS peak double precision matrix (FP64 Matrix) theoretical, floating-point performance. Published results on the NVidia Ampere A100 (80GB) GPU accelerator 
resulted in 19.5 TFLOPS peak double precision (FP64 Tensor Core) theoretical, floating-point performance.Results found at:https://www.nvidia.com/content/dam/en-zz/Solutions/Data-Center/nvidia-ampere-architecture-whitepaper.pdf, page 15, Table 1.
MI200-07: Calculations conducted by AMD Performance Labs as of Sep 21, 2021, for the AMD Instinct™ MI250X and MI250 (128GB HBM2e) OAM accelerators designed with AMD CDNA™ 2 6nm FinFet process technology at 1,600 MHz peak memory clock resulted in 128GB HBM2e memory capacity and 3.2768 TFLOPS peak theoretical memory bandwidth performance. 
MI250/MI250X memory bus interface is 4,096 bits times 2 die and memory data rate is 3.20 Gbps for total memory bandwidth of 3.2768 TB/s ((3.20 Gbps*(4,096 bits*2))/8).  The highest published results on the NVidia Ampere A100 (80GB) SXM GPU accelerator resulted in 80GB HBM2e memory capacity and 2.039 TB/s GPU memory bandwidth performance. 
https://www.nvidia.com/content/dam/en-zz/Solutions/Data-Center/a100/pdf/nvidia-a100-datasheet-us-nvidia-1758950-r4-web.pdf
MI200-18: Calculations conducted by AMD Performance Labs as of Sep 21, 2021, for the AMD Instinct™ MI250X and MI250  accelerators (OAM) designed with CDNA™ 2 6nm FinFet process technology at 1,600 MHz peak memory clock resulted in 128GB HBMe memory capacity.Published specifications on the NVidia Ampere A100 (80GB) SXM and A100 accelerators (PCIe®) 
showed 80GB memory capacity.Results found at:https://www.nvidia.com/content/dam/en-zz/Solutions/Data-Center/a100/pdf/nvidia-a100-datasheet-us-nvidia-1758950-r4-web.pdf
MI200-46: Testing Conducted by AMD performance lab on a 2P socket 3rd Gen AMD EPYC™ ‘7763 CPU Supermicro 4124, with 8x AMD Instinct™ MI210 GPU (PCIe® 64GB 300W) No AMD Infinity Fabric™ technology enabledOS: Ubuntu 18.04.6 LTS, ROCm 5.0Benchmark: Relion v3.1.2Converted with HIP with AMD optimizations to Relion that are not yet available upstream. 
Vs.Nvidia Published Measurements:https://developer.nvidia.com/hpc-application-performance accessed 3/13/2022Nvidia Container details found at:https://catalog.ngc.nvidia.com/orgs/hpc/containers/relioninformation on Relion found at:  https://www2.mrc-lmb.cam.ac.uk/relion/index.php/Download_%26_install All results measured on systems with 8 GPUs, with 4GPU 
XGMI bridges where applicable. Server manufacturers may vary configurations, yielding different results. Performance may vary based on use of latest drivers and optimizations.
MI200-47: Testing Conducted by AMD performance lab on a 2P socket 3rd Gen AMD EPYC™ ‘7763 CPU Supermicro 4124 with 8x AMD Instinct™ MI210 GPU (PCIe® 64GB 300W) No AMD Infinity Fabric™ technology enabledOS: Ubuntu 18.04.6 LTS, ROCm 5.0Benchmark: LAMMPS ReaxFF/C, patch_2Jul2021 plus AMD optimizations to LAMMPS and Kokkos that are not yet 
available upstreamMetric: ATOM timesteps per secondVs.Nvidia published measurement with 8x NVIDIA A100 GPU (PCIe 80GB 300W) using benchmark LAMMPS Reaxff Atom Timesteps/s (atom_timesteps/s) (stable_29Sep2021)Benchmark: LAMMPS classical molecular dynamics package ReaxFF/C, patch_10Feb2021 resulted in a published score of 11,400,000 (1.14E+07) 
ATOM-Time Steps/s. https://developer.nvidia.com/hpc-application-performance  accessed 3.13.2022Container details found at:https://ngc.nvidia.com/catalog/containers/hpc:lammps Information on LAMMPS: https://www.lammps.org/index.htmlAll results measured on systems with 8 GPUs, with 4GPU XGMI bridges where applicableServer manufacturers may vary 
configurations, yielding different results. Performance may vary based on use of latest drivers and optimizations
MI200-49: Testing Conducted by AMD performance lab  on a 2P socket AMD EPYC™ ‘7763 CPU  Supermicro 4124 with 8x AMD Instinct™ MI210 GPU (PCIe® 64GB,300W), AMD Infinity Fabric™ technology enabled. Results calculated from medians of five runs.OS: Ubuntu 18.04.6 LTSROCm 5.0 with OpenMPI v4 and UCX v1Benchmark: HPL v2.3Benchmark Results: HPL, plus 
AMD optimizations to HPL that are not yet upstream.Vs.Testing Conducted by AMD performance on 2P socket AMD EPYC™ 7763 Supermicro 4124 with 8x NVIDIA A100 GPU (PCIe 40GB 250W) OS: Ubuntu 18.04.6 LTSCUDA 11.5Benchmark: HPL Nvidia container image 21.4-HPLAll results measured on systems configured with 8 GPUs, using 4 GPU AMD Infinity 
Fabric(TM) link bridges.Information on HPL:  https://www.netlib.org/benchmark/hpl/  Nvidia HPL Container Detail:  https://ngc.nvidia.com/catalog/containers/nvidia:hpc-benchmarksServer manufacturers may vary configurations, yielding different results. Performance may vary based on use of latest drivers and optimizations
MI200-50: Testing Conducted by AMD performance lab  on a 2P socket AMD EPYC™ ‘7763 CPU  Supermicro 4124 with 8x AMD Instinct™ MI210 GPU (PCIe® 64GB 300W), AMD Infinity Fabric™ technology not enabled. Results calculated on median of 5 runs.OS: Ubuntu 18.04.6 LTS, ROCm 5.0 with OpenMPI v4.0.5 & UCX 1.8.1.Benchmark: AMG (Solve) FOM, AMG branch 
(cuda, HIP): Parray-analysis-cuda (converted with HIP) plus AMD optimizations to AMG (Solve) that are not yet available upstream.Benchmark:    AMG  Solve  FOM_Setup / Sec Vs.Testing Conducted by AMD performance on 2P socket AMD EPYC™ 7763 Supermicro 4124 with 8x NVIDIA A100 GPUs (PCIe 40GB Board 250W) OS: Ubuntu 18.04.6 LTS, CUDA 11.6Benchmark:  
AMG (Solve) FOM, AMG branch (cuda): Parray-analysis-cudaAll results measured on systems with 8 GPUs, with dual 4GPU hive AMD Infinity Fabric™ technology enabled Server manufacturers may vary configurations, yielding different results. Performance may vary based on use of latest drivers and optimizations
MI200-51: Testing Conducted by AMD performance lab, on a 2P socket 3rd Gen AMD EPYC™ 7763 CPU Supermicro 4124 with 8x AMD Instinct™ MI210 GPU (PCIe® 64GB 300W), No AMD Infinity Fabric™ technology enabledOS: Ubuntu 18.04.6 LTS with ROCm 5.0Benchmark: AMG (Set up) FOM2, AMG branch (cuda, HIP): Parray-analysis-cuda (converted with HIP) plus AMD 
optimizations to AMG (Set up) that are not yet available upstream.Vs.Testing Conducted by AMD performance lab on 2P socket AMD EPYC™ 7763 Supermicro 4124 with 8x NVIDIA A100 GPUs (PCIe 40GB 250W)OS: Ubuntu 18.04.6 LTS, CUDA code version 11.6Benchmark:  AMG (Set up) FOM, AMG branch (cuda): Parray-analysis-cudaAll results measured on systems with 
8 GPUs.Server manufacturers may vary configurations, yielding different results. Performance may vary based on use of latest drivers and optimizations
MI200-53: Testing Conducted by AMD performance lab on a 2P socket 3rd Gen AMD EPYC™ 7763 CPU Supermicro 4124 with 1x AMD Instinct™ MI210 GPU (PCIe® 64GB 300W), No AMD Infinity Fabric™ technology enabled. Results calculated on median scores of 5 runs. OS: Ubuntu 18.04.6 LTS with ROCm 5.0Benchmark: OpenMM_gbsa v7.7.0, commit 87a02d8 Disable 
packed math for >=MI200 (converted to HIP) and run at double precision (4 simulations*10,000 steps). Benchmark Results: OpenMM_gbsa plus AMD optimizations to OpenMM_gbsa that are not yet upstream Vs.Testing Conducted by AMD performance on 2P socket 3rd Gen AMD EPYC™ 7763 Supermicro 4124 1x NVIDIA A100 GPU (PCIe 40GB 250W) OS: Ubuntu 18.04.6 
LTS, CUDA 11.6Benchmark: OpenMM_gbsa v7.7.0, commitPublic repository: Tag 7.7.0 - commit 130124a3f9277b054ec40927360a6ad20c8f5fa6, git clone -b 7.7 All results measured on systems with 8 GPUs.  Server manufacturers may vary configurations, yielding different results. Performance may vary based on use of latest drivers and optimizations
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