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High-performance computing is supercharging academic research around the world. 
One country in South America playing a prominent role is Chile via its National 
Laboratory for HPC (NLHPC, hosted at the Mathematical Modeling Center (CMM) of 
the University of Chile.). Like every institution relying on public funding, NLHPC needs 
the best performance it can get while keeping within national goals for sustainability. 
AMD EPYC™ CPUs and AMD Instinct™ GPUs delivered everything NLHPC required in 
its most recent HPC deployment.  

 “With AMD EPYC CPUs, we obtained four times more performance with  
LINPACK at just double the energy.” 

  Ginés Guerrero, Executive Head, NLHPC 

“We have been providing computing resources to the scientific community in 
Chile for 15 years,” says Ginés Guerrero, Executive Head, NLHPC. “The University of 
Chile is the main partner, but 44 other universities are currently associated with us, 
accommodating virtually all the scientific researchers in Chile. We are funded by the 
country’s National Agency for Research and Development (ANID).” The broad range 
of its workloads makes NLHPC’s computing requirements particularly complex. “The 
number and diversity of users is challenging. Our 500 users come from 40 different 
areas of research, such as quantum chemistry, bioinformatics, astronomy, 
nanotechnology, and physics.” 

DOUBLED PERFORMANCE PER WATT 

“One of the most intense workloads is related to addressing climate change and the 
discovery of new materials,” says Guerrero. “For example, researchers are investigating 
photovoltaic material that captures solar energy more efficiently. Astronomy is a big 
thing in Chile, too. We have one of the best skies to study the stars. We have many, 
very significant telescopes financed internationally. In astrocomputing, we look at 
galaxy formation. There have been many papers written on supermassive black holes 
and on the images obtained from telescopes. This includes ALeRCE (Automatic 
Learning for the Rapid Classification of Events), which is an astronomic broker that 
handles all the images from telescopes. These need to be analyzed in real time, so that 
ALeRCE can send alerts of any changes, such as supernovas.” 

 

  

CHILE’S NLHPC SUPERCHARGED RESEARCH 
PERFORMANCE WITH AMD 
CASE STUDY  

The National Laboratory for HPC in Chile doubled its scientific research performance 
per watt with AMD EPYC™ CPUs and AMD Instinct™ GPUs  

INDUSTRY 
Scientific research 

CHALLENGES 
Improve performance and energy 
consumption for scientific research 
in Chile 

SOLUTION  
Deploy Lenovo ThinkSystem SR675 V3 
and SR645 V3 servers powered by 4th Gen 
AMD EPYC CPUs and AMD Instinct GPUs 

RESULTS 
Double the performance at the same 
power consumption of previous data 
center infrastructure 

AMD TECHNOLOGY AT A GLANCE  
4th Gen AMD EPYC 9754 CPUs (compute 
and access nodes) and AMD EPYC 9224 
(GPU host) AMD Instinct MI210 GPUs 

TECHNOLOGY PARTNER 
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 “On the Top 500 list of all the supercomputers in the 
world, it's clear that AMD processors are gaining terrain.” 

  Ginés Guerrero, Executive Head, NLHPC 

“As the National Lab of Computing in Chile, we must keep up 
to date with what's happening in HPC hardware,” says Guerrero. 
“The AMD team has been very proactive in letting us know 
about the latest advances in its technology. When we began 
looking at 4th Gen AMD EPYC CPUs, the team brought us 
up to speed on the CPU’s AVX-512 capabilities. We were also 
concerned about changing GPUs since we had been using our 
previous vendor for a long time. So, the AMD team put us in 
touch with US engineers to help with a smooth transition 
once we began integrating AMD GPUs into our system.” 

NLHPC tested 4th Gen AMD EPYC processors and AMD Instinct 
MI210 GPUs. “When we were installing the servers and running 
the testing, we were surprised by the results,” says Guerrero. 
During the bidding process, performance was the key factor 
but energy efficiency played a major role. “Our testing was very 
diverse. We had compiled at least 100 workloads. All the users 
said that the performance was much better with AMD EPYC 
CPUs, and we also employed the LINPACK benchmark. When 
we ran this on the previous architecture, we saw that the 
performance was up to 60 percent lower than the maximum 
theoretical one. With the current cluster powered by 4th Gen 
AMD EPYC CPUs, we obtained more than 100 percent of the 
theoretical maximum. The energy that the previous cluster 
needed was also double the new one for the same results. 
With AMD EPYC CPUs, we obtained four times more 
performance with LINPACK at just double the energy.” 

 “AMD has done a sensational job. The architecture is 
impeccable. This means a general advance for society to 
have better computing.” 

  Ginés Guerrero, Executive Head, NLHPC 

BOOSTING CHILE’S SCIENTIFIC PROGRESS  

“With AMD EPYC CPUs, many of our workloads could run right 
away,” says Guerrero. “But once we recompiled applications 
with GNU Complier Collection or AMD Optimizing C/C++ 
Compiler, we obtained much better performance than the code 
from our previous compiler. With the AMD Instinct GPUs, it was 
necessary to use new software. So we deployed the containers 
that were provided by the AMD Infinity Hub. The platforms 
available with AMD ROCm™ software were the best choice 
for this conversion.” 

NLHPC’s new cluster runs 27 Lenovo ThinkSystem SR645 V3 
servers with dual 128-core 4th Gen AMD EPYC 9754 CPUs and 
768GB of memory each, for a total of 6,912 cores for compute 
and access nodes. Its two Lenovo ThinkSystem SR675 V3 GPU 
servers run dual 24-core 4th Gen AMD EPYC 9224 CPUs with six 
AMD Instinct MI210 GPUs each, comprising 12 accelerators. 
Lenovo’s Neptune water cooling system was used to maintain 
CPU and GPU operating temperatures during intensive AI 
workloads. 

“The most important thing for us is to be able to contribute 
to Chile making scientific progress,” says Guerrero. “The more 
resources we can offer, the greater impact it has on the entire 
community.”  

 

 
 
The feedback from Chile’s scientists has been overwhelmingly 
positive. “A user running the Weather Research & Forecasting 
(WRF) Model told us that their workload was executing much 
faster than previously. The Nanoscale Molecular Dynamics 
(NAMD) model was another software application showing 
great performance,” continues Guerrero. 

TOWARDS A BRIGHT RESEARCH FUTURE WITH AMD  

The new cluster is improving how researchers deploy their 
workloads. “If we have many cores in one server, we can run 
shared memory tasks,” says Guerrero. “With AMD EPYC CPUs, 
we can now use 256 cores in a single task. Most of our users 
don't use MPI. They launch shared memory tasks. If they have 
200-plus cores in one server, they can use 200 compute units. 
This was impossible when we only had servers with 40 cores 
like our previous CPUs. That's a great benefit.” NLHPC’s AMD 
Instinct accelerators are also delivering greater performance per 
watt. “With the AMD Instinct MI210 GPUs, we can run more 
floating-point operations per second with more energy 
efficiency. Most of our users employ that technology for 
molecular dynamics.”  

  

NLHPC harnesses the performance of AMD EPYC CPUs for compute-
intensive climate science. 
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"I often use a phrase that translates from Spanish to 'if you 
don’t compute you don’t compete'," says Guerrero. "If we 
don't invest in computing and move forward, we will be less 
competitive on the world stage." In Chile, there is a competition 
that provides $7 million for purchasing infrastructure using 
more GPUs for emerging workloads such as AI, and of course, 
we will participate in this competition. "With AI today, you're 
seeing countries investing enormous amounts of money to 
increase computing capacity. This has an impact for industry, 
for the state, for research, and for all citizens. The US, Europe, 
and China are the leaders, but in Latin America, there's still 
a great deal to be done, and we are working tirelessly to 
ensure progress is made. 

 “The AMD team has been very proactive in letting us know 
about the latest advances in its technology.” 

  Ginés Guerrero, Executive Head, NLHPC  

Guerrero sees a bright future for the relationship between 
NLHPC and AMD to deliver this next phase. “On the Top 
500 list of all the supercomputers in the world, it's clear that 
AMD processors are gaining ground,” says Guerrero. “They're 
there more and more. If you look at what is happening globally, 
you should consider integrating AMD technology because 
the results we've obtained are very positive.  

AMD has done a sensational job. The architecture is 
impeccable. This means a general advance for society to have 
better computing.The collaboration between the NLHPC and 
the AMD engineering team was the key to offering the best 
solution with more performance and the best energy efficiency. 
It has really been incredible.” 

 

 
 

 

WANT TO LEARN HOW AMD EPYC™ 
PROCESSORS MIGHT WORK FOR YOU? 
Sign up to receive our data center content 
amd.com/epycsignup 

 

ABOUT UNIVERSIDAD DE CHILE NLHPC 
Chile's National Laboratory for High Performance Computing (NLHPC) is the 
country's premier supercomputing center. It provides advanced computing 
resources to support scientific research, innovation, and technological 
development. NLHPC serves the national scientific community, government 
agencies, and industries, fostering collaboration and driving advancements 
in areas like climate modeling, astrophysics, and genomics. Its mission is to 
democratize access to HPC, enabling cutting-edge research and contributing 
to Chile's scientific and economic progress. For more information visit nlhpc.cl. 

ABOUT AMD 
For more than 50 years AMD has driven innovation in high-performance 
computing, graphics, and visualization technologies. Billions of people, leading 
Fortune 500 businesses, and cutting-edge scientific research institutions around 
the world rely on AMD technology daily to improve how they live, work and play. 
AMD employees are focused on building leadership high-performance and 
adaptive products that push the boundaries of what is possible. For more 
information about how AMD is enabling today and inspiring tomorrow, visit 
the AMD (NASDAQ: AMD) website, blog, LinkedIn and X pages. 

DISCLAIMERS 
All performance and cost savings claims are provided by Universidad de Chile NLHPC and have not been independently verified by AMD. Performance and cost benefits are 
impacted by a variety of variables. Results herein are specific to Universidad de Chile NLHPC and may not be typical. GD-181 
 
The information presented in this document is for informational purposes only and may contain technical inaccuracies, omissions, and typographical errors. The information 
contained herein is subject to change and may be rendered inaccurate for many reasons, including but not limited to product and roadmap changes, component and 
motherboard version changes, new model and/or product releases, product differences between differing manufacturers, software changes, BIOS flashes, firmware 
upgrades, or the like. Any computer system has risks of security vulnerabilities that cannot be completely prevented or mitigated. AMD assumes no obligation to update or 
otherwise correct or revise this information. However, AMD reserves the right to revise this information and to make changes from time to time to the content hereof 
without obligation of AMD to notify any person of such revisions or changes. GD-18. 

COPYRIGHT NOTICE 
©2025 Advanced Micro Devices, Inc. All rights reserved. AMD, the AMD Arrow logo, EPYC, Instinct, ROCm, and combinations thereof are trademarks of Advanced Micro 
Devices, Inc. Other product names contained herein are for identification purposes only and may be trademarks of their respective owners. Certain AMD technologies may 
require third-party enablement or activation. Supported features may vary by operating system. Please confirm with the system manufacturer for specific features. No 
technology or product can be completely secure. 

AMD Instinct GPUs provided the acceleration NLHPC needed for 
molecular dynamics workloads. 
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